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Abstract: Parkinson’s disease is the second most common neurodegenerative disorder and
affects more than 7 million people globally. In this work, we classify subjects with Parkinson’s
disease using data from finger-tapping on a keyboard. We use a free database by Physionet with
more than 9 million records, preprocessed to delete atypical data. In the feature extraction stage,
we obtained 48 features. We use Google Colaboratory to train, validate, and test nine supervised
learning algorithms that detect the disease. As a result, we achieve a degree of accuracy higher
than 98%.
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1. INTRODUCTION

Parkinson’s disease (PD) is the second most common neu-
rodegenerative disorder (Váradi, 2020), and it is character-
ized by many clinical symptoms such as tremor, bradyki-
nesia, muscle stiffness, balance disorders, oral problems
(when swallowing, speaking). Non-motor symptoms in-
clude depression, anxiety, anhedonia, loss of taste and
smell, and sleep disorders (insomnia) (Maccarrone, 2020,
Sveinbjornsdottir, 2016).

In 2018, the World Health Organization (WHO) estimated
that around 7 million people suffer from PD, and by 2030
the number will grow to 12 million. According to the
WHO, this disease has a significant impact on the elderly
community; one in every 100 people over 60 years old
has PD (Brown and Goldman, 2020). According to these
statistics, the estimated growth in PD diagnoses is higher
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than 70%. Patients take between one and three years to
be diagnosed. For this reason, it is essential to detect this
disease at an early stage to improve the quality of life,
as this is a neurodegenerative disease, i.e., its symptoms
become more noticeable over time (Maccarrone, 2020,
Sveinbjornsdottir, 2016).

In the last decades, technology has revolutionized medical
treatments. For example, wearable technology is portable
and allows rapid monitoring, which provides a better
follow-up to the patient (Farahani et al., 2018). Mean-
while, Artificial Intelligence (AI) allows for interpreting
radiographic images, MRI (Magnetic Resonance Imaging
) images, and CT (Computed Tomography) scans, thus
helping doctors to diagnose and treat patients (Farahani
et al., 2018, Lau and Staccini, 2019).

Machine learning (ML) is a subset of AI. Currently, ML
offers several new opportunities due to the access to
large amounts of data. Personal, demographic, geographic,



psychographic, or behavioral data that were previously
unavailable or limited. ML algorithms can generate and
activate this data to convert it into information and
learning (Lau and Staccini, 2019). A diagnosis can be
delivered, monitored, and categorized using classifiers.
Hence, we can detect disorders such as PD at an early
stage (Lau and Staccini, 2019).

Motor assessment is the most common evaluation in PD
using some form of repetitive task. Finger tapping is one
of the most reliable and straightforward tests for motor
performance in the Unified Parkinson’s Disease Rating
Scale (UPDRS). In this assessment, a clinician looks for
any decreasing amplitude, slowing, irregularity, or freezing
of the movement. Some efforts have been made using
digital tools to measure finger tapping and implementing
AI techniques to classify, identify, and follow PD patients.

Taking advantage of the sensitive touch technology in
smartphones, some researchers measure several parame-
ters and features of the finger tapping of patients with PD
(Bhatti et al., 2017). However, the applications were based
merely on the measurements and the thresholding clas-
sification method. Other approaches also use finger tap-
ping on smartphones as sensors for monitoring symptoms
(Goldberger et al., 2000) with a Random forest algorithm
that classifies the data from a small number of patients.
Rodriguez-Cruz et al. (Rodŕıguez-Cruz et al., 2020) also
used finger tapping with a combination of Machine and
Deep learning techniques to perform remote detection of
PD.

Therefore, this paper introduces a novel implementation
of a ML classification technique that uses finger tapping
data to classify patients with PD and follow their progress.

2. RELATED WORK

AI algorithms that aim to detect PD range from classic
classifiers to Neural Networks (NN). There is a trend in
methodologies from previous work when selecting stimuli,
including those focusing on brain patterns.

Chen et al. use MRI and ML. They process MRI images in
2-dimensional pixels for feature and biomarker extraction,
and, using a Support Vector Machine (SVM) algorithm,
they obtain an accuracy of 93%. This experiment provides
a better understanding at a clinical level about the disease
(Chen et al., 2020).

Shah et al. use Electroencephalograms (EEG) and five
different methodologies to train NNs. Nonetheless, they
argue that a higher amount of data and better-quality
EEGs are needed. Therefore, none of their methodologies
are able to train the NN (Shah et al., 2020).

Analyzing brain patterns requires more extensive data
preprocessing to train an AI. Working with this type of
pattern is more difficult due to the complexity of the
brain and the medical knowledge necessary to handle them
(Bastidas et al., 2020, Germine et al., 2021).

Other research projects utilize motor patterns such as
talking (voice) and walking. Gharehchopogh et al. use NNs
and a voice dataset. They are able to detect PD with
an accuracy of 93.22% employing a Multilayer Perceptron
(MLP) with three layers and 28 nodes (22 input nodes,

five hidden nodes, and one output node) (Pereira et al.,
2018).

Wroge et al. use six algorithms, decision tree (DT), extra
tree (ET), SVM, random forest (RF), artificial neural net-
work (ANN), and gradient-powered classifier (GBC). They
also use two data preprocessing models, Audio-Visual
Emotion Recognition Challenge (AVEC) and Geneva Min-
imalistic Acoustic Parameter Set (GeMaps). In their work,
they highlight the 86% accuracy of the GBC algorithm
with AVEC preprocessing on a voice and speech dataset
collected by them through a telephone voice-recorder ap-
plication (Wroge et al., 2018, December).

Hariharan et al. use a Least Square Support Vector Ma-
chine (LS-SVM) algorithm, a Probabilistic Neural Net-
work (PNN), and a General Regression Neural Net-
work (GRNN). Through feature preprocessing on a voice
dataset, they achieve an accuracy of 100% (Hariharan
et al., 2014). Sadek et al. also achieve a 100% accuracy
using the same dataset but with an ANN. (Sadek et al.,
2019).

Urcuqui et al. conducted an experiment in which they
asked volunteers to walk a four-meter route three times.
They video-recorded them and analyzed the data from the
movements of their legs. They processed the data using
four ML algorithms, being RF the most precise algorithm
with an 82% accuracy (Urcuqui et al., 2018,September).

Wang et al. use a backpropagation neural network algo-
rithm (BPNN) with a walking dataset. They obtain an
accuracy of 42% (Wang et al., 2015,August).

Most of the studies that involve analysis of motor activities
show results with high accuracy. There is a high amount of
accessible data and diversity of patterns (Germine et al.,
2021). Finally, we work with the previously mentioned
algorithms and contrast them with derived ones or in the
same category to improve and obtain new results.

3. DATASET

We use a dataset provided by Physionet, a platform con-
taining a wide variety of data for research purposes (Gold-
berger et al., 2000). All subjects performed the keystroke
test voluntarily after signing informed consent. The volun-
teers installed the TAPPY app on their computers. This
app records how many times and which keys were pressed
or released. In addition, TAPPY creates a record for each
key pressed on one of the three possible keys (R, L, and
space bar).

The folder Archived Users contains one .txt file for each
one of the 227 volunteers. The name of each file contains
the UserKey (e.g., User 0EA27ICBLF.txt), and each file
contains the following demographic information:

• BirthYear: Year of birth (e.g., 1952)
• Gender: male or female (e.g., Female)
• Parkinsons: patient or control (e.g., True)
• Tremors: yes or not (e.g., True)
• DiagnosisYear: the evolution of the disease in years

(e.g., 2000)
• Sided: hemibody affected, right, left, or none, per-

formed by self-evaluation (e.g., Left)



• UPDRS: motor assessment evaluated by a specialist
(e.g., Don’t know)
• Impact: how much the disease impacts your daily life,

little, moderately, or severely (e.g., Severe)
• Levodopa: the binary response in the use of levodopa

drug, yes or not (e.g., True)
• DA: the binary response in the use of dopamine

agonist drug, yes or not (e.g., True)
• MAOB: the binary response in the use of MAO-B

drug, yes or not (e.g., False)
• Other: the binary response in the use of other drugs,

yes or not (e.g., False)

The folder Tappy Data contains between two and eight
records stored in .txt files for each one of the 227 test
participants. Each file contains the following data from
the experiment:

• UserKey: 10 character code for a user (e.g., 0EA27ICBLF)
• Date: With the last two digits of the current year, the

month and day YYMMDD (e.g., 160722)
• Timestamp: HH:MM:SS.SSS (e.g., 18:41:04.336)
• Hand: ”L” or ”R” key pressed; where ”L” denotes left

hand, and ”R” denotes right hand (e.g., L)
• Hold time: Time between pressing and releasing the

current key mmmm.m milliseconds (e.g., 0101.6)
• Direction: Previous to current ”LL”, ”LR”, ”RL” y

”RR”; ”S” is the space key (e.g., LL)
• Latency time: Time between pressing the previous

key and pressing the current key. Milliseconds (e.g.,
0234.4)
• Flight time: Time between the release of the previous

key and press of the current key. Milliseconds (e.g.,
0156.3)

4. METHODOLOGY

The development of this study follows the three steps that
constitute the applied methodology, specified in Fig. 1.

Fig. 1. Methodology Steps

4.1 Data Preprocessing

As shown in Fig. 2 (a), we first listed the UserKeys of the
227 test participants in the Archived Users folder. Using
the UserKey as a reference, we searched for the records
in the Tappy Data folder belonging to each participant.
These records summarize the keystrokes per specific user
in a given time. The search resulted in 217 subjects with
readable data, of which 162 were patients with PD and 55
were healthy controls. We normalized these records with
the Min-Max method, as shown in Fig. 2 (b).

4.2 Feature Extraction

Fig. 2 (c) shows how feature extraction condenses the
information from the records of each one of the 217
participants into one single .CSV file with 217 rows x

48 columns. We processed the 48 columns representing 48
features as follows:

• BirthYear and DiagnosisYear columns were changed
to numeric type

• Columns with True or False values were coded as
binary data (0, 1): Female, Tremors, Levadopa, DA,
MAOB and Other

• The Side variable was coded (one-hot encoded):
Side Left, Side None, Side Right

• The UPDRS variable was coded (one-hot encoded):
UPDRS 1, UPDRS 2, UPDRS 3, UPDRS 4 and UP-
DRS Don’tKnow

• The categorical Impact variable was coded (one-
hot encoded): Impact Medium, Impact Mild, Im-
pact None, Impact Severe

• The Hold time, Latency time and Flight time; were
coded (one-hot encoded) and divided into address
groups: ”LL”, address ”LR”, address ”LS”, address
”RL”, address ”RR”, address ”RS”, address ”SL”,
address ”SR” and ”SS”.

• Finally, the labels are the diagnosis of PD.

Fig. 2. a) Search for records based on the UserKey list from
the Archived Users folder. b) Min-Max normalization
of records from the Tappy Data folder. c) Feature
Extraction for each one of the 217 participants.

4.3 Classification Algorithm

The resulting .CSV file with 217 rows and 48 columns is
our Dataset, which we used for the training and validation
process of the classification algorithms. Fig. 3 shows the
Dataset split in a 70:30 ratio, i.e., 70% of the data is
the Training Set for training the classification algorithms,
while 30% is the Testing Set for validating them.

Using Google Colaboratory, we run each one of the classi-
fication algorithms as shown in the Algorithm 1. Among
the classification algorithms that we employed are:

• Naive Bayes (NB): Probabilistic classifier based on
Bayes’ theorem (Abedin et al., 2019). NB classifiers
are a set of supervised learning algorithms, which can
be faster compared to more sophisticated algorithms.

• Multilayer Perceptron (MLP): The MLP neural net-
work needs to specify which ones are the input nodes



Fig. 3. Splitting the Dataset into Training and Testing Sets

and the output nodes of the algorithm. MLP can also
modify the number of hidden layers. The network is
trained iteratively since the parameters are updated
in each iteration depending on the loss function. The
accuracy of the algorithm improves depending on the
weights of each hidden layer node, in exchange for
an increased computational cost (Asanza et al., 2020,
2017).
• Random Forest (RF): The ensemble learning algo-

rithm in which the number of classification groups is
specified (Abedin et al., 2019), (Wroge et al., 2018,
December). RF fits several decision tree classifiers on
different subsamples of the dataset and uses averages
to improve prediction accuracy and control overfit-
ting.
• Extra Trees (ET): This algorithm works by creating

a high number of decision trees from the training
dataset. The predictions are made using majority
voting in the classification case (Shtar et al., 2021).
• Logistic Regression (LR): Logistic regression is a

ML technique that comes from the field of statistics
(Abedin et al., 2019).
• Ridge Classifier: Ridge regression estimates the coeffi-

cients of multiple regression models in scenarios where
the independent variables are highly correlated. It has
applications in fields including econometrics, chem-
istry, and engineering (Singh et al., 2016).
• Support Vector Machine - Linear Kernel(SVM): Algo-

rithm based on support vector learning (Chen et al.,
2020) with the ability to perform binary and multi-
class classification on a dataset. SVM - Linear Kernel
allows dense and sparse inputs.
• Gradient Boosting Classifier (GBC): GGCs are a

group of ML algorithms that combine many weak
learning models to create a robust predictive model
(Karabayir et al., 2020).
• Light Gradient Boosting Machine (LGBM): LGBM is

a free and open-source distributed gradient boosting
framework for ML originally developed by Microsoft
(Chun et al., 2021).

Algorithm 1 Training and Testing Classification Algor-
tihm
Result: Classification Algortihm
for folder in DataFolders do

for Traning Set do
Apply Classification Algorithm function to
each row.

end
for Testing Set do

Apply Classification Algorithm function to
each row.

end
Export Accuracy

end

5. RESULTS AND DISCUSSION

In recent years, the development of methods and tools
to support the recognition of PD has increased. Several
techniques have been used, such as the variation of finger
tapping, artificial intelligence, ML and DL techniques,
voice recordings, among others. All this to assist and
make the diagnosis and monitoring process for PD much
more efficient. Since there is no specific test for detecting
PD, it is necessary to constantly evaluate the history and
symptoms of the patients to achieve an accurate diagnosis.
For this reason, large datasets are generated in which
classification algorithms are crucial for determining and
discriminating between healthy and sick patients.

This section presents the results we obtained with the
classification algorithms, evaluating them regarding the
following parameters:

• Recall or Probability of classifying true positives,
calculated using the parameters True Positive (TP),
False Negative (FN) as shown in equation 1:

Recall(%) =
TP

TP + FN
. (1)

• Accuracy or Proximity of the results, calculated using
the parameters True Negative (TN), False Positive
(FP), False Negative (FN), True Positive (TP) as
shown in the equation 2:

Accuracy(%) =
TN + TP

TN + FP + FN + TP
. (2)

• Precision or Dispersion of the set of values obtained,
calculated using the parameters True Positive (TP),
False Positive (FP) as shown in the equation 3:

Precision(%) =
TP

FP + TP
. (3)

• F1(F-Score), used to combine the measures of Preci-
sion and Recall into a single value, as shown in the
equation 4:

F1(F − Score)(%) =
2× Precision×Recall

Precision + Recall
. (4)

Table 1 outlines the evaluation results of the applied clas-
sification algorithms regarding the parameters described
above. We observe that NB reached the highest accuracy
with 98.04%; MLP had the highest Recall with 97.35%;
NB had the best Precision and F1, with 100% and 98.61%,
respectively. Finally, we can argue that the classification
results are generally good, with the NB classifier showing



the best performance and quality over the rest of the
classification algorithms.

Table 1. Classification Algorithms Results

Algorithm Accuracy(%) Recall(%) Prec.(%) F1(%)

NB 98.04 97.35 100 98.61

MLP 97.38 98.26 98.26 98.22

RF 96.67 98.18 97.42 97.75

ET 96.67 98.18 97.42 97.75

LR 96.00 97.27 97.42 97.22

RIDGE 96.00 97.27 97.42 97.22

SVM 94.04 93.71 98.26 95.79

GBC 94.04 95.53 96.33 95.84

LGBM 94.04 95.53 96.59 95.88

Fig. 4 shows the accuracy and execution time of the ML
algorithms used in the study. We evaluated the results us-
ing cross-validation with ten iterations of each algorithm.
The algorithms that achieved the highest accuracy were
NB and MLP with short execution times. Similarly, the
algorithms with the lowest accuracy were SVM, GBC, and
LGBM. In general, the classification results were good.
The algorithms were highly accurate with short execution
times.

Fig. 4. Accuracy and execution time of the best ML
Algorithms.

The Confusion Matrix in Fig. 5 shows the false positives
that the NB algorithm classified, with the upper left and
lower right boxes being the correct predictions and the
upper right and lower left, the errors or false positives.

The receiver operating characteristic curve (ROC) in Fig. 6
represents the errors of the NB algorithms based on their
false positives and negatives. ROC is a metric that assesses
AI algorithms.

6. CONCLUSIONS

PD is one of the most common neurodegenerative dis-
orders, affecting millions of people worldwide. Using ML
techniques, we are able to classify patients with PD with
an accuracy of 98.04%.

Fig. 5. Confusion matrix of NB.

Fig. 6. Receiver Operating Characteristic curve of NB.

The results show that using 48 features for each participant
was adequate, as we achieve accuracy values greater than
98%. As shown in Fig. 4, the nine algorithms NB, MLP,
RF, ET, LR, RIDGE, SVM, GBC and LGBM showed
accuracy values of 98.04%, 97.38%, 96.67%, 96%, 94.04%,
94.04%, and 94.04%, respectively. Applications that need
high accuracy could use the NB or MLP algorithms.
On the other hand, for applications that need real-time
responses the algorithms that reported shorter execution
times were SVM and NB (values of about 10 ns).

Implementation of machine learning models in the clas-
sification of patients with PD showed positive results,
especially the NB model. According to our results, NB al-
gorithms are better than neural networks when classifying
control subjects.

We recommend preprocessing the data extensively because
a cleaner dataset improves prediction accuracy when work-
ing with classification algorithms. In terms of future work,
we propose to add an automatic feature selection stage to
identify the features that contribute to the classifiers. In
addition, we suggest using DeepLearning-based methods
as classifiers. Finally, we propose employing the Hampel
Filter for preprocessing the EEG signals.
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Wroge, T.J., Özkanca, Y., Demiroglu, C., Si, D., Atkins,
D.C., and Ghomi, R.H. (2018, December). Parkinson’s
disease diagnosis using machine learning and voice. in
2018 ieee signal processing in medicine and biology
symposium. (SPMB), 1–7.


